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1 Introduction

The automatic separation of images into several classes has gained a lot of interest in the last years. Starting
with small-scale datasets such as MNIST and CIFAR-10, nowadays more realistic and large-scale datasets are
used for this task. Particularly, the availability of the ImageNet dataset [Deng et al., 2009] and its usage in
the International Large Scale Visual Recognition Challenge (ILSVRC) [Russakovsky et al., 2015] has fostered
large improvements in this task. Especially, deep neural networks have shown great success in the ImageNet
challenge [Krizhevsky et al., 2012, He et al., 2015].

However, most classifiers have not left academic areas since they have one important flaw: these classifiers
can only classify samples of classes that they have seen during training. When presented with a sample from
a different class that the network is not trained to predict, it has no other chance than predicting one of
the known classes, which it oftentimes does with large confidence [Dhamija et al., 2018, Dhamija et al., 2020,
Palechor et al., 2023].

Lately, researchers have understood this limitation and provided different ways of providing options for the
classifier to reject such samples as unknown. There are two main directions of such approaches. The first
approach is to take a pre-trained network that is trained on a closed-set task such as ImageNet, and pro-
vide means and options to reject a sample. For example [Hendrycks and Gimpel, 2017, Hendrycks et al., 2022]
showed that thresholding the softmax probabilities, or the logits that feed into softmax, are good baselines for
open-set classification. Other approaches try to approximate the probability of unknown by modeling deep fea-
ture representations [Bendale and Boult, 2016, Rudd et al., 2017, Lyu et al., 2023] of known classes, to provide
a probability of sample exclusion.

The second main direction tries to train the networks such that they are better suited for open-set classi-
fication. Most approaches in this direction add another output for the unknown class to the network, while
others include different loss functions to enable better thresholding of outputs [Dhamija et al., 2018]. To obtain
training samples for the unknown class (which we term negative samples), different methods are developed.
In the simplest way, negative samples are collected from classes that are not of interest [Dhamija et al., 2018,
Palechor et al., 2023]. Other approaches artificially generate such negative samples in various different ways
[Ge et al., 2017, Yu et al., 2017, Neal et al., 2018, Wilson et al., 2023, Geng et al., 2021]. For example, mixed
representations of known classes are used as negatives [Zhou et al., 2021], with the hope that they are good
predictors for unknown samples.

Most of the above algorithms are evaluated on small-scale datasets with particular properties, which do
not reflect real-world applications well. Since there was a lack of large-scale evaluation protocols for open-set
classification, we have developed our own evaluation [Palechor et al., 2023] based on the ImageNet dataset. In
that paper, we compared simple approaches for open-set classification, for which we also have published an
open-source code package.1 Currently, we are extending this paper to include more algorithms to compare2

– already implemented methods include [Dhamija et al., 2018, Zhou et al., 2021, Hendrycks and Gimpel, 2017,
Hendrycks et al., 2022, Bendale and Boult, 2016, Rudd et al., 2017]. In this Master Project, the task is to
re-design this source code package to make it easier to extend it; and then extend the package to include
more open-source implementations of other methods. For this purpose, it is required to perform a literature
review to understand the latest approaches for open-set classification, check the availability of open-source
implementations for those algorithms and, finally, bind these implementations (or re-implementations) to the
source code package.

1https://github.com/AIML-IfI/openset-imagenet
2https://github.com/AIML-IfI/openset-imagenet-comparison
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At the end, the available documentation of the package needs to be adapted such that it reflects the new
implementation. Examples on how to extend the current package with a novel algorithm should be provided.
Possibly, test cases can be added to ensure the stability of the algorithms. Additionally, Jupyter notebooks can
be created to showcase the usage of the package.

2 Schedule

Assuming 30 hours of work per week and a total of 15 ECTS with an average of 30 hours per ECTS, we arrive
at a total workload of 15 weeks full-time. These should be distributed as follows.

Week 1-3 Setting up the work environment, installing all required tools, (partially) reproduce the results that are
currently available in the source code package.

Week 4-5 Perform a literature review and search for available open-source implementations of other algorithms.
Algorithms do not need to be restricted to image-based classification, for example, approaches from other
domains, e.g., [Wu et al., 2020, Zhan et al., 2021] can be included if possible.

⇒ Milestone 1: A collection of open-source implementations is selected that should be included into the
package.

Week 6-9 Designing the software package such that it is easily extensible and can include all methods collected in
Milestone 1 in an easy way. This includes providing a training script to train a deep network using various
loss functions and ways to create negative samples, as well as different post-processing techniques. Also,
validation and evaluation metrics should be included.

Week 10-13 Implementing the methods selected in Milestone 1, and those present in the current package, into the
newly designed package. Running experiments with the new methods and compare/combine them with
other methods.

⇒ Milestone 2: Old and new open-set methods are incorporated into the newly-designed package.

Week 14-15 Updating and writing the documentation of the package, as well as showcasing how to include new
algorithms.

⇒ Milestone 3: The documentation is up-to-date includes all implemented methods.

If time allows Run experiments to optimize parameters of the implemented algorithms to get the best possible result on
the protocols.

Optionally Create Jupyter notebooks show-casing how the algorithms can be used.

The project is designed for two to four students. For two students, the focus should be on designing the
new interface such that it can be easily extended by other algorithms. When more students are present, more
open-source methods should be collected and implemented.

Writing the project report is part of the Master project. As a template, the LATEX thesis template from my
webpage3 should be used. I would recommend to start writing early and keep note of what was done when, and
by whom. At the end of the project, there will be a joint presentation of the results in my research group.
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