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Abstract—Diagnosing problems in large-scale, distributed applications running in cloud environments requires investigating different sources of information to reason about application state at any given time. Typical sources of information available to developers and operators include log statements and other runtime information collected by monitors, such as application and system metrics. Just as importantly, developers rely on information related to changes to the source code and configuration files (program code) when troubleshooting. This information is generally scattered, and it is up to the troubleshooter to inspect multiple implicitly-connected fragments thereof. Currently, different tools need to be used in conjunction, e.g., log aggregation tools, source-code management tools, and runtime-metric dashboards, each requiring different data sources and workflows. Not surprisingly, diagnosing problems is a difficult proposition. In this paper, we propose Context-Based Analytics, an approach that makes the links between runtime information and program-code fragments explicit by constructing a graph based on an application-context model. Implicit connections between information fragments are explicitly represented as edges in the graph. We designed a framework for expressing application-context models and implemented a prototype. Further, we instantiated our prototype framework with an application-context model for two real cloud applications, one from IBM and another from a major telecommunications provider. We applied context-based analytics to diagnose two issues taken from the issue tracker of the IBM application and found that our approach reduced the effort of diagnosing these issues. In particular, context-based analytics decreased the number of required analysis steps by 48% and the number of needed inspected traces by 40% on average as compared to a standard diagnosis approach.
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I. INTRODUCTION

The scalable and ephemeral nature of infrastructure in cloud software development [8] makes it crucial to constantly monitor applications to gain insight into their runtime behavior. Data collection agents send application and infrastructure logs and metrics from cloud guests and hosts to a centralized storage from which all data can be searched and a variety of dashboards are populated.

The ever-increasing need for rapidly delivering code changes to satisfy new requirements and to survive in a highly-competitive, software-driven market has been fueling the adoption of DevOps practices [3] by many companies. By breaking the well-known barrier between development and operations teams, the cultural changes, methodologies, and automation tools brought about by the DevOps phenomenon allow teams to continuously deploy new code to production in cloud environments. It is not uncommon for many companies to deploy new code several times per day [29].

However, when a cloud application faces a problem in production, causing a partial or total outage, this fast code-delivery cycle is suddenly halted. Paradoxically, this extreme agility in deploying new code could potentially slow down the continuous delivery cycle, as problems might happen more often, and take longer to resolve, the faster new code is deployed. Hence, it is paramount that developers and operators are empowered to quickly determine the root cause of problems and fix them. Diagnosing a problem invariably requires analyzing all the information collected from the cloud as well as from tools to manage the application lifecycle into a centralized storage. Typically, the troubleshooter has two choices: look at a variety of dashboards to try to understand the problem, or directly query the data. The vast amount of data collected from all distributed components of a cloud application, spanning several hosts and possibly different data centers, is overwhelming. The runtime information gathered includes: log statements; snapshots of cloud guests’ state; system metrics, e.g., CPU utilization and memory consumption; and application metrics, e.g., response time and session length.

Since problems that occur in production often have their root in development-time decisions and bugs [16]—especially if new code is deployed frequently without appropriate test coverage—runtime data needs to be correlated to development-time changes for troubleshooting. However, actually doing so is challenging for developers [8], and involves inspecting multiple fragments of disperse information. An example is depicted in Figure 1a. After becoming aware of a problem via an alert, a developer investigates and manually correlates logs and metrics, until she finds that a specific change seen in the version control system is the likely culprit. The developer still needs to look at the change and start debugging the code. This procedure requires knowledge of tools and processes to obtain information, and perseverance to identify relevant fragments from heterogeneous data sets. Furthermore, when exploring the broader context of a problem, developers build mental models that incorporate source code and other collected information that are related to each other [20]. The mental model consists of different information fragments, derived from the
application, that are implicitly connected. Deployment, runtime and development knowledge are required to establish the links between the fragments within this mental model.

In this paper, we propose an analytics approach that incorporates system and domain knowledge of runtime information to establish explicit links between fragments to build a context graph. Each node in the graph corresponds to a fragment (e.g., individual logs, metrics, or source-code excerpts). Edges correspond to semantic relations that link a fragment to related fragments, which we refer to as its context. Figure 1b illustrates context-based analytics as compared to the traditional approach in Figure 1a. It organizes the plethora of runtime information in a context graph where developers navigate the graph to inspect relevant connected fragments. The nature of graph nodes and its relations are defined in an initial modeling phase during which a context model is built. The graph is then constructed on-line from the modeled data sources.

We implemented a proof-of-concept prototype of the context-based analytics framework. Furthermore, we instantiated our prototype with an application-context model for a real cloud application at IBM. We applied our framework to diagnose two issues taken from the issue tracker of the studied application and found that our approach reduced the effort of diagnosing these issues. In particular, it decreased the number of required analysis steps by 48% and the number of needed inspected traces by 40% on average as compared to a standard diagnosis approach.

This paper makes the following contributions: (1) we described an approach to unify runtime traces and source code in a graph structure and to explicitly establish connections between the information fragments, which we refer to as context-based analytics; (2) we implemented the approach, provided a reference architecture description and open sourced the framework on Github; and (3) we conducted a case study with a real cloud application.

Next, we contrast our approach with related work (§ II), describe the framework for context-based analytics (§ III ), elaborate on the framework implementation (§ IV), delve into a case study with a real cloud application (§ V), discuss the lessons we learned (§ VI) and limitations of our study (§ VII), and present some final remarks (§ VIII).

II. RELATED WORK

Our work falls within the general topic of software analytics, and is particularly related to research on traceability and visualization of runtime behavior.

A. Software Analytics

There is a multitude of work that can be combined as pertaining to software analytics [24]. While most research in this area has investigated how to use static information (e.g., bug trackers and code repositories) to guide decisions, some studies rely on runtime traces to provide insights for software engineers. Often log analysis is used to understand system behavior [15], [22]. A recent study from Microsoft investigates how event and telemetry data is used by various roles in the organization [2]. These works usually focus on identifying one specific aspect of failing systems (e.g., performance [32], emergent issues [22]), whereas our approach constructs a graph for systematically exploring runtime information.

B. Traceability

There has been extensive research on traceability between requirements (and other textual artifacts) and source code.
Marcus and Maletic establish traceability links between documentation and source code using latent semantic indexing [23]. Spanoudakis et al. use a rule-based approach to infer these links [30]. In contrast, our work focuses on tracing various kinds of runtime information (including textual artifacts, such as log statements) to source code. The difference is mostly that runtime information (e.g., log statements) are much shorter than comparable software documentation and do not require such rigorous pre-processing as longer requirements documents. Linking runtime artifacts with code is probably more related to tracing in a performance modeling context [17].

C. Visualization of Runtime Behavior

Both systems and software engineering research have looked into different ways to understand runtime behavior through visualization. Sandoval et al. [28] investigate performance evolution blueprints to understand the impact of software evolution on performance. Bezemer et al. [4] investigate differential flame graphs to understand performance regressions. Cornilissen et al. [13] showed that trace visualizations in the IDE can significantly improve program comprehension. ExplorViz [14] provides live trace visualization in large software architectures. While existing work mostly focuses on a specific area of runtime information and one data source (e.g., performance as execution time from profilers or internal runtime behavior of objects from the JVM), we provide a framework to unify a diverse set of data from different data sources as a way to guide navigation on this search space.

D. State of Practice.

Industry tooling related to our approach mostly combines different metrics in dashboards. Probably the most prominent open-source tool chain in this area is the ELK stack\(^1\) (ElasticSearch, Logstash, Kibana) where logs from distributed services are collected by Logstash, stored on ElasticSearch, and visualized in Kibana. More closely related to our approach is the open-source dashboard Grafana\(^2\), that is mostly used to display time series for infrastructure and application metrics. Commercial counterparts to these services include, for instance, Splunk\(^3\), Loggly\(^4\), and DataDog\(^5\). The critique to the common dashboard solutions in current practice is that the amount of different, seemingly unrelated, graphs is overwhelming and it is hard to come to actionable insights [8]. Our approach attempts to give guidance to navigate the plethora of data by establishing explicit links between them. Further, to the best of our knowledge, DataDog is the only tool that attempts to correlate commits to other performance metrics. However, this correlation is based on temporal constraints of the commit only (similar to an idea in our own earlier work [10]) and does not involve any analysis of the code itself.

III. CONCEPTUAL FRAMEWORK FOR CONTEXT-BASED ANALYTICS

Figure 2 provides an overview of the components and process of context-based analytics. Our approach makes previously implicit links between between runtime information and code fragments explicit by constructing a graph (context graph) based on an application context model. The application model is an instantiation of a meta-model, that defines the underlying abstract entities and their potential links of context graphs. The modeling process is only required as an initial step. With every problem diagnosis task, a graph is constructed with the current runtime state of an application. Selecting a node leads to its context being expanded that yields more nodes that are linked to the initial one. Finally, each node is visualized based on its feature type.

In the following, we describe the components of the framework in more detail.

---

\(^1\)https://www.elastic.co/webinars/introduction-elk-stack
\(^2\)http://grafana.org/
\(^3\)https://www.splunk.com/
\(^4\)https://www.loggly.com/
\(^5\)https://www.datadoghq.com
A. Meta-Model

We define a meta-model that defines abstract types and their possible relationships in the context graph that is depicted in Figure 2.

Runtime Entity is an abstract structure that includes any information that represents the state of an application and its underlying systems at a certain point in time \( t = \{1, \ldots, T\} \). State is gathered either through observation (e.g., active monitoring [11] or system agents) or through log statements issued by the application. A runtime entity consists of a number of attributes \( e_i = \{a_1, \ldots, a_n\} \) that represent the application state at time \( t \). In our meta-model, we differentiate between unit-, set-, and time series entities:

- **Unit Entity** refers to a single fact that is observed at time point \( t \) that does not belong to a group of observations (such as a set or a time series).
- **Set Entity** refers to a set of unordered observations at a time point \( t \) that exhibit common properties. An example of a set entity could be a set of processes running within a container at a certain point in time.
- **Time Series Entity** refers to a set of totally ordered observations starting at time \( t \) within the time window \( w \). An example of a time series entity could be the evolution of execution times of a REST API endpoint within a time window.

A runtime entity can establish links to other kinds of runtime entities and Program Files and Code Fragments.

**Program File** represents an abstract entity that encompasses all sorts of code files that relate to the application and are stored in version control (e.g., a Java file containing a class definition). A code fragment is a continuous set of code lines that is a subset of a program file.

We further differentiate between configuration file and script file. This distinction is modeled to enhance the basic capabilities of automatically establishing links.

- **Configuration File** refers to program files that set (initial) parameters for the application. This can also include infrastructure setup files (e.g., Dockerfiles). For a program file to qualify as a configuration file, it has to exhibit clear syntax and semantics towards providing configuration parameters (e.g., key-value pairs in .ini files, exposing ports in Dockerfiles).
- **Script File** refers to files that cannot be distinguished as either program files that yield application functionality, configuration, or operations task (e.g., batch processing).

1) Establishing Links: Two entities are linked through a mapping \( \mathcal{L} : E \times E \mapsto \{0; 1\} \), that represents the degree of connectedness between features as a normalized scale between 0 (not connected at all) and 1 (very high level of connectedness). Based on the abstract entities defined in the meta-model, our approach encompasses basic implementations of the function \( \mathcal{L} : E \times E \mapsto \{0; 1\} \) to establish a link between two entities in \( E \). On a high level, we follow the notion of semantic similarity in taxonomies [27] to describe relationships between entities. The more information two entities have in common, the more similar they are. For entities \( e_i \in E \) with attributes \( a_1, \ldots, a_n \), this can be expressed as

\[
\mathcal{L}(e_1, e_2) = \max_{a_i, a_j \in S(e_1, e_2)} \text{sim}(a_i, a_j)
\]

where \( S(e_1, e_2) \) is a set of attributes contained in both \( e_1 \) and \( e_2 \) where a similarity function, \( \text{sim} \), for their respective attribute type exists. In the following, we describe basic implementations to establish links.

a) **Time Series to Time Series**: Observations of metrics over time exhibit system behavior. Often a spike in a high-level metric is caused by one or several lower level components. This phenomenon is investigated by the means of correlating time series. Our approach incorporates basic time series correlation methods that can be parameterized in its correlation coefficient.

Example: Both CPU utilization and method response time are time series features of the system. Time series correlation analysis is applied to establish whether there might have been influence of CPU on response time. Note that, this does not necessarily establish a causal relationship.

b) **Set/Unit to Code Fragment**: In addition to establishing links between runtime traces, we also want to trace runtime information back to source code. To perform this matching, we distinguish between code fragments as an AST representation and code fragments as plain text:

- **AST Representation**: If we can parse the code fragments, we perform matching on the AST representation of the source code. For each node that contains text (variable names, method calls, strings literals, etc.) in the AST, we compare to attribute values of the set items or unit through string similarity.
- **Plain Text Representation**: In other cases, attribute values of the set items or unit are compared to the whole program fragment text through string similarity.

Example: An environment variable is used to configure aspects of a system. To properly assess the ramifications of their respective values in an application, a developer has to inspect the code in which the environment variable is used. We can link these features by matching the variable name in an AST node of a method or script.

For the remaining combinations of entity types, we attempt to map attributes of two features by attribute name. If entities \( e_1, e_2 \in E \) contain attributes with the same name, we apply string similarity on the attribute values of those who matched in name.

B. Application Model

The application model is an instantiation of the meta-model. It describes all information required to construct the context graph for problem diagnosis. More specifically, the application needs to describe
• Concrete Runtime Entities with a unique name and a set of attributes, and its type derived from the meta model
• Query to a data provider (e.g., SQL query, API call)
• Optionally, a method to extract attributes from an unstructured query result (i.e., feature extraction [18])
• Source Code Repository to extract program files
• Specification of links between entities
• If necessary, similarity measures for specific entity relationships

Given this information in the model, we can construct the context graph.

C. Context Graph

A context graph is a graph $G_t = (V_t, E_t)$ where nodes $V_t$ describe the entities and edges $E_t$ describe links. An edge between two nodes exists if the mapping $L$ between the features yields a connectedness level above a certain threshold $\tau$. All nodes connected through outgoing edges are called the context of the node.

1) Graph Construction: The aim of a context-graph is to support system comprehension and problem diagnosis by providing a representation of the problem space around application state and code fragments that can be explored. Due to the size of the problem space, manually inspecting and constructing the whole graph in a reasonable time is practically infeasible. Instead we opted for initially constructing the graph with a subset of “starting nodes”, $V_S \subseteq V$, that represent an entry point to the system. The starting nodes can be selected during the initial context modeling phase (as a default) or can be re-configured before the start of a diagnosis session. In the construction phase, the starting node values are retrieved from the data sources specified in the application model. Program fragment nodes are extracted from the code present in version control at the specified time $t$.

Example: In Figure 2, we see an example of two starting nodes: The process 'python' and the environment variable 'DB'.

2) Context Expansion: To continue with the exploration of the problem space in the graph, we rely on a function that given an entity node $e_i \in \mathcal{E}$ in the context-graph can infer a set of context nodes

$$\Gamma(e_i) = \{ e_j | L(e_i, e_j) > \tau \}$$ (2)

where $\tau$ is a pre-defined threshold to specify a minimum level of similarity for the features to qualify as connected.

The new nodes form a subgraph, the context of $e_i$,

$$C(e_i) = (V(e_i), E(e_i))$$ (3)

of the initial graph $G_t$ with

$$V(e_i) = \Gamma(e_i)$$ (4)

as nodes and

$$E(e_i) = \{ (e_i, e_j, v) | v = L(e_i, e_j), v > \tau \}$$ (5)

as edges.

Example: Referring back to Figure 2, we see an illustration how context expansion works. By selecting the node Process 'python' the memory consumption in the service that is related to that process is linked. In a similar manner, when selecting the node for Environment Variable 'DB', context expansion establishes a link with the code fragment that contains the method 'get_papers' and the Bash file 'start_db.sh'.

3) Entity Visualization: The framework provides standard visualization for every component of the meta-model to support analysis. However, if an entity requires a specific visualization, the framework provides extension points to override the standard visualization.

IV. IMPLEMENTATION

We implemented a proof-of-concept of the context-based analytics framework with a backend in Python. The frontend works as a combination of the Jinja2 template engine and JavaScript with the d3 visualization library and Cytoscape.js to display and manipulate the context-graph. Figure 3 shows a screenshot of the implementation.

Basic Abstractions. The framework provides the abstract base entities described in the meta-model in Figure 2. It also provides abstractions for data queries to support modeling and inference of the context-graph. Currently, the framework provides data adapters for Elasticsearch and JSON (retrieved from the file system or over HTTP) for application state. It can retrieve code fragments over Git and attempts to provide an AST for code fragments with ANTLR [25]. So far, the implementation has only been tested with Python code of the case study application. However, it should work for any available grammar for ANTLR.

Extension Points. The implementation is architected to support extensibility. It provides the basic structures described in the conceptual framework in Section III with extension points to either extend or override the functionality for (1) entity-to-entity similarity measures, and (2) visualizations. For instance, given a very specific entity that is unique to an application (see "Adaptation" entity in RQ2 of Section V). Components of the framework implementation are open-source and can be found online on GitHub.

V. CASE STUDY

The goal of our case study was to evaluate to what extent the concept of context-based analytics can be used to diagnose runtime issues in real-life applications. Concretely, we investigate two research questions based on the proof-of-concept implementation discussed in Section IV.

1) RQ1 (Effort): How much effort (as measured in diagnosis steps taken and traces inspected) is required to diagnose a problem using context-based analytics as compared to a standard approach?

7http://jinja.pocoo.org/
8http://d3js.org/
9http://js.cytoscape.org/
10https://github.com/sealuzh/ContextBasedAnalytics
2) RQ2 (Generalizability): Can the context-based analytics approach also be applied to other case studies?

We have evaluated RQ1 based on IBM’s active-deploy\textsuperscript{11} application, which is part of the IBM Bluemix Platform-as-a-Service (PaaS) environment. We have chosen two real-life issues that have occurred within active-deploy to measure diagnosis efforts. To address RQ2, we have conducted the application modeling step (see Figure 2) for a second case study application from the CloudWave European project \cite{5}.

A. RQ1 – Evaluation of Diagnosis Effort

1) Case Study Application: The case study application used to address RQ1 is IBM’s active-deploy. active-deploy is a utility application that allows the release of a new cloud application version with no down time. It is implemented as a service-based architecture and consists of approximately 84 KLOC. Each individual service runs in its own Docker container. Runtime information is gathered in the form of system metrics and log messages. System metrics are observed through an agentless system crawler\textsuperscript{12}. The metrics are available in a homegrown metric storage service over an API. Logs from the distributed services are collected through a log aggregator (Logstash) and stored on a central database (ElasticSearch).

2) Case Study Application Modeling: The framework implementation (see Section IV) provides basic components for (1) abstract entities in the meta-model, (2) interfaces to common data providers (e.g., JSON over an HTTP API), and (3) common visualizations for the entities in the meta-model (e.g., line chart for time series, syntax highlighting for code fragments). The application model is an instantiation of these basic components of the meta-model and defines entities with data sources and their links. For active-deploy, we depict the entities and the links of the application model in Figure 2. Every entity models a query through a data provider (e.g., SQL query, API call). We wrote a data provider for ElasticSearch and the IBM internal metric storage service. Further, we needed to provide the model with a git repository to extract code fragments.

\textsuperscript{11}https://github.com/IBM-Bluemix/active-deploy

\textsuperscript{12}https://developer.ibm.com/open/agentless-system-crawler/
In the following, we describe how we used this model to compare the effort of context-based analytics to a traditional baseline setting, in real-life problem scenarios.

3) Problem Scenarios: To study our approach based on realistic situations, we must evaluate them for runtime issues that are representative of common real-life situations. We are aware of two seminal works that discuss the underlying reasons of runtime problems in Web- and cloud-based software. Firstly, Pretet and Narasimhan conclude that 80% of the failures are due to software failures and human errors [26]. Secondly, Hamilton has postulated that 80% of all runtime failures either originate in development, or should be fixed there [16]. Hence, we have sampled the issue tracker of active-deploy and have selected two example runtime problems (scenarios) with roots in software development that are considered “typical” by application experts from IBM. We have excluded problems that are purely operational, e.g., issues caused by hardware faults. In compliance with requirements from IBM with regards to not revealing the internal technical architecture of the case study application, we refer to the two relevant services within the case study application as Service 1 and Service 2.

Scenario 1 - Context: Environment Variable Configuration Mismatch. Service 1 and Service 2 relay messages to each other through a document database that acts as a message queue. Service 1 acts as the frontend to the application and writes tasks into the queue that Service 2 reads from. Service 2 (which is scaled horizontally to multiple cloud instances) writes heartbeat messages into the queue. Service 1 reads the heartbeat messages to determine the availability of Service 2 as the task executor. The engineers in the team receive an alert from operations indicating that active-deploy is down and need to investigate. The root cause turned out to be a mismatch of an environment variable in the code of Service 2, which led to the creation of a document database with the mistyped name.

Scenario 2 - Context: Service Performance Regression. Service 1 provides a REST API to allow cloud applications to be upgraded with zero downtime. The engineers in the team receive a call that interactions with cloud applications are significantly slower than usual. From the information available to the team it is not clear which specific REST API endpoint is affected. There have been no recent changes to any of the endpoint’s source code. After investigation, the root cause has been narrowed down to an additional expensive call added previously, which has only now started affecting the service performance due to changes in the service workload (higher usage).

We further divide those scenarios into 8 concrete subtasks (i.e., questions that an engineer diagnosing these problems needs to answer), which we have designed in collaboration with application experts. These subtasks are listed in Table I.

<table>
<thead>
<tr>
<th>Environment Variable Configuration Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 How long has the application been down?</td>
</tr>
<tr>
<td>T2 When did Service 1 last communicate to the queue?</td>
</tr>
<tr>
<td>T3 Is Service 2 alive and sends heartbeat messages to the database?</td>
</tr>
<tr>
<td>T4 Is Service 2 processing tasks from the database?</td>
</tr>
<tr>
<td>T5 How and where are the environment variables for the database set?</td>
</tr>
<tr>
<td>Service Performance Regression</td>
</tr>
<tr>
<td>T6 When did the performance regression start?</td>
</tr>
<tr>
<td>T7 What endpoints are affected?</td>
</tr>
<tr>
<td>T8 What code has been changed on that endpoint?</td>
</tr>
</tbody>
</table>

IBM team who developed the case study application used for problem diagnosis. We then compare our context-based analytics approach to this baseline using two metrics:

- # of steps taken counts all distinguishable activities taken that might yield necessary information to be able to reach a conclusion of the given task. In the baseline, steps include, but are not necessarily limited to:
  - Data Query: Issuing a query to a data source (either within a log dashboard or directly in the database). This activity also includes refining and filtering data from a previous data query.
  - Data Visualization: Plotting or visualizing data points.
  - Inspecting File Contents: Opening a file to inspect it. This can be a file that is either in version control or on an operational system (e.g., log files).
  - Software History Analysis: Inspecting the software history in version control (i.e., commit details) including their changes (e.g., changed files and diff’s) [12].

- Contrary, in context-based analytics, steps taken translates to expanding the context on a node in the graph (which in the background translates to many steps, that would have been taken manually in the baseline), or adjusting the time \( t \) or window \( w \) of observation.

- # of traces inspected counts all information entities that have to be investigated to either solve the task or provide information that guide the next steps to be taken. Information entities in this context include, but are not limited to:
  - Log statements: A log statement either in a file or within an aggregated dashboard (e.g., Kibana).
  - Graphical Representation of Data Points: A plot/visualization of a time series, histogram, or similar, where the inspection of the graphical representation as a whole (as opposed to inspecting every single data point in the graph) leads to observing the required information.
  - Datastore Entries: A row resulting from a query to a data store (including aggregation results).

The first author of the paper performed all subtasks for both, the company baseline and the context-based analytics tooling, and manually tracked the steps taken and traces inspected. The evaluation procedure has been validated by application experts. We provide a log of all actions taken during the case
study and its detailed description in an online appendix. For the baseline, all subtasks have been performed so that the number of steps taken and traces inspected are minimal based on the information provided by application experts. Hence, the following results represent a conservative lower bound of the benefits of context-based analytics.

5) Results: The results of this case study evaluation are summarized in Table II. Over all 8 tasks combined, our approach saved 48% of steps that needed to be taken and 40% of traces that needed to be inspected. There is only a single subtask (T4) where using context-based analytics leads to a (slightly) increased number of traces that need to be inspected. For 3 subtasks (T3, T6, and T7), the number of inspected traces is unchanged. However, the number of steps taken increases substantially for all subtasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Baseline Steps</th>
<th>Baseline Traces</th>
<th>CBA Steps</th>
<th>CBA Traces</th>
<th>∆ Steps</th>
<th>∆ Traces</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>-2 (50%)</td>
<td>-1 (50%)</td>
</tr>
<tr>
<td>T2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>-1 (50%)</td>
<td>-1 (33%)</td>
</tr>
<tr>
<td>T3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>-1 (50%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>T4</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>8</td>
<td>-1 (50%)</td>
<td>+1 (12.5%)</td>
</tr>
<tr>
<td>T5</td>
<td>5</td>
<td>42</td>
<td>3</td>
<td>18</td>
<td>-2 (40%)</td>
<td>-24 (43%)</td>
</tr>
<tr>
<td>T6</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-3 (60%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>T7</td>
<td>2</td>
<td>18</td>
<td>1</td>
<td>18</td>
<td>-1 (50%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>T8</td>
<td>3</td>
<td>11</td>
<td>2</td>
<td>5</td>
<td>-1 (33%)</td>
<td>-12 (70.5%)</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>93</td>
<td>13</td>
<td>56</td>
<td>-12 (48%)</td>
<td>-37 (40%)</td>
</tr>
</tbody>
</table>

TABLE II: Case study results for RQ1. Using context-based analytics, the number of diagnosis steps that need to be executed are reduced by 48%, and the number of traces that need to be inspected are reduced by 40%. These numbers represent improvements over an idealized baseline, where engineers do not “waste time” with unnecessary diagnosis steps or traces that are not relevant to the issue at hand.

Note that these numbers represent an idealized situation and do not contain any unnecessary diagnosis steps or traces for either the baseline or our approach (i.e., the evaluation assumes that developers never run into a dead end while diagnosing the issue). Further be aware that a “step” in both approaches constitutes different things. In the baseline setting, a step can be a complex query to a database, fine-tuned to retrieve specific results. Conversely, in our approach, a “step” is only expanding a context node in the prototype implementation, or setting a different time t or window for time series data w. Further, specific domain knowledge is often necessary to construct proper queries to available data sources. Through our approach, this domain knowledge is also required, but encoded in the initially constructed application context model. All in all, we expect the real-life effort savings of using context-based analytics to even be underestimated by the above numbers, especially for a novice engineer, or an engineer who is not an expert of the application that should be diagnosed.

B. RQ2 – Evaluation of Generalizability

To get an idea whether the meta-model of context-based analytics can be generalized, we conduct the application modeling step for another industrial application.

1) Case Study Application: The case study is a larger application from a major telecommunications provider that is deployed within the CloudWave European project. It was chosen as a representative instance of a cloud application with distributed logs tracking multiple scalable components. The project is implemented as a service-based architecture and consists of approximately 139 KLOC. It is deployed in an OpenStack environment. Runtime information are gathered in the form of system metrics, log messages, and application metrics. System metrics are mostly gathered through the underlying platform, OpenStack and stored in the service Ceilometer, that acts as a “metric hub”. Application metrics are sent directly from the application through a low-level system daemon (similar to StatsD) where they are stored in a document database (MongoDB). Further, application metrics are also derived from low-level metrics that are aggregated through complex-event-processing in Esper. These are then relayed through a homegrown tool called CeiloEsper.

2) Case Study Application Modeling: We modeled this additional case study by retrieving a list of data sources and its metrics as metric name, metric type, metric unit. We established the links between entities based on our understanding of the application and discussed the results with application experts and operators of the CloudWave project. The entities and links of the resulting application model are depicted in Figure 4.

3) Comparison: The model has some overlap with the model of our first case study at IBM, mostly regarding lower level machine metrics (e.g., CPU, Memory). Being an application in the telecommunications industry, it has an emphasis on infrastructure and network metrics both on systems level (the “Network” entities on the top right in Figure 4 include incoming and outgoing bytes/packets/datagrams, read and write rates of bytes, active connections, etc.) and application level (e.g., jitter, average bitrate, number of frames). Adaptations are im-
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portant events in the domain of the application [6] (application-specific functionality degradation). Diagnosing why specific adaptations have happened in CloudWave is well supported by context-based analytics, as adaptations are triggered by the application metrics Jitter, Bitrate, and Frames. We can also establish a link back to the Java code file, since the adaptation actuators are marked in the code through Java annotations.

The abstractions in the meta-model proved flexible enough to appropriately model both case study applications from vastly different domains. However, the visualizations provided by the current proof-of-concept implementation built for IBM are limited in their expressiveness, and not generally useful to the CloudWave implementation without changes. For instance, Adaptation in this case study is a time-series entity, but a line chart of simply a boolean value (adaptation happened or not) over time can be improved. However, the implementation counters this by offering extension points to assign different visualizations to specific entities.

VI. DISCUSSION

Based on our case study implementation and discussions with practitioners, we have identified a number of interesting challenges and discussion items in the scope of context-based analytics.

The need for dynamic context models. In the current state, the application context model is designed once as part of an initial modeling phase, and then instantiated throughout the use of our approach. This is especially favorable for junior engineers and newcomers to the project, as it allows them to systematically browse traces with little to none of the required domain knowledge. However, in the course of our case study, it became apparent that allowing dynamic queries to the existing data repositories [31] to extend the context model on the fly can be beneficial for more senior engineers. Otherwise, our approach faces the danger of being perceived as a rigid corset that limits experts rather than supporting them. Hence, as part of future work, we will investigate an extension to the context-based analytics meta-model to support the creation of a dynamic, ad-hoc context model.

Integrating business metrics. Our framework conceptually allows for the integration of various kinds of runtime data. However, so far, we have exclusively focused on the aggregation of technical runtime data (e.g., response times, CPU utilization) to static information, such as code changes. An interesting extension of this idea is to also integrate metrics that are more related to the business value of the application, for instance click streams, conversion rates, or the number of sign-ups. We expect that our meta-model is already suitable to allow for integrating business metrics. However, whether other extensions are practically necessary is an item for future investigations.

Data privacy. To construct the context graph we solely use information that is already available through existing channels in the organization. We only establish explicit links that beforehand were implicit, and, thus, probably harder to retrieve. However, automated event correlation and data aggregation can still be the cause of privacy concerns. In previous work, we argued for collaborative feedback filtering as part of organization-wide governance [9]. Collaborative, privacy preserving data aggregation has been discussed as a solution to this problem in the past [1], [7].

VII. THREATS TO VALIDITY

We now discuss the main threats to the validity of our case study results.

Construct Validity. We have constructed our evaluation regarding RQ1 and RQ2 carefully following the established framework introduced by Kitchenham [19]. However, there are still two threats that readers need to take into account. Firstly, we have chosen # of steps taken and # of traces inspected as observed metrics in RQ1 to represent the effort that engineers have to go through when diagnosing runtime issues. These metrics are necessarily simplified to allow for objective comparison. However, in practice not all steps and traces are the same, e.g., some diagnosis steps may be more difficult and time-consuming than others. Secondly, there is the threat that we have overfitted our general context-based analytics framework or prototype implementation for the specific active-deploy use case. We have mitigated this threat by additionally applying our approach to a second use case as part of our evaluation of RQ2.

Internal Validity. For RQ1, the first author manually retrieved the observed metrics, which is subject to evaluator bias. We mitigated this threat by documenting the process in detail. Further, the second author, who is also an application expert of the case study application, has independently validated the diagnosis steps of the baseline setting. Additionally, we are as explicit as possible in describing how the tasks are being evaluated, and provide the documented process as an online appendix.

External Validity. A fundamental question underlying all case study research is to what extent the results generalize to other comparable applications (e.g., multi-service cloud applications outside of IBM). This threat was the main reason for our investigation of RQ2. While we were unable to report on the second case study in the same level of detail as for the first case due to data confidentiality issues, we were able to develop a suitable application model following the context-based analytics meta-model also for this second independent case, without requiring changes to the meta-model. Another threat to the external validity of our results is the question whether the two real-life issues selected in our evaluation of RQ1 are representative of common problems. We have mitigated this threat by carefully selecting real issues in collaboration with application experts, and based on suggestions from earlier literature.

VIII. CONCLUSION

In this paper, we have addressed the problem of diagnosing runtime problems in large-scale software. We have illustrated that problems that are observed in production, such as outages or performance regressions, often originate
in development-time bugs. However, actually identifying the problematic changes in program or configuration code requires inspecting multiple fragments of disperse information that are implicitly connected. Currently, multiple different tools need to be used in conjunction (e.g., log aggregation tools, source code management tools, or runtime metric dashboards), each requiring different data sources and workflows.

We proposed context-based analytics as an approach to make these links explicit. Our approach consists of a meta-model, which needs to be instantiated in an initial modeling phase for a concrete application, and an online processing phase, in which the context model is supplied with concrete runtime data. We instantiate our context model for two real cloud computing applications, one from IBM’s Bluemix PaaS system, and one from a major telecommunications provider. Using two concrete practical runtime problems from the Bluemix-based application’s issue tracker, we show that using context-based analytics we are able to reduce the number of analysis steps required by 48% and the number of inspected runtime traces by 40% on average as compared to the standard diagnosis approach currently used by application experts. Our future work will include investigating the dynamic creation of context models to support ad-hoc querying, the integration of business metrics in addition to technical runtime metrics, and the investigation of privacy concerns in our approach.
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