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BSc Thesis
Topic: lmplementing and lnvestigating Entropy Rate Estimation Algorithms of Finite Nu-
meric Time Series

Determining the exact entropy rate of time series poses impractical challenges because of the
unknown probability distribution of the underlying process and the exponential runtime com-
plexity, even when these probabilities are known. For this reason, the entropy rate is estimated
rather than precisely computed. Estimating the entropy rate of time series is a fundamental
problem in information theory, as highlighted by Cover [1]. Actually, there is awhole range of
work on entropy rate estimators and the have all been proven to converge to the true entropy
rate for the length of the time series going to infinity. However, real-world time series are finite
and for this scenario the estimators show different behaviors [3].

ln this thesis work, the main goal is to implement and investigate entropy rate estimators based
on block entropies [3] and Lempel-Ziv algorithms 11, 2, 31. Specifically, the focus is on exami-
ning the effectiveness of these entropy rate estimators in both ideal scenarios(Synthetically ge-
nerated datasets) and real-world datasets, considering variations in the length and the entropy
rate of the data.

Tasks

1. Get acquainted with symbolic time series entropy rate estimation and replicate the results
in [3]

2. lmplement at least two naive algorithms for entropy rate estimation of time series [1, 2].
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3. Evaluate the performance of the implemented algorithms in terms of effectiveness and
efficiency for various data sets.

4. optional: improve the effectiveness and/or efficiency of the estimators.

5. Write the thesis.

6. Optional: Present the thesis work in a DBTG meeting
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